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Abstract—This paper focuses on a class of reinforcement learning (RL) algorithms, named integral RL (I-RL), that solve continuous-time (CT) nonlinear optimal control problems with input-affine system dynamics. First, we extend the concepts of exploration, integral temporal difference, and invariant admissibility to the target CT nonlinear system that is governed by a control policy plus a probing signal called an exploration. Then, we show input-to-state stability (ISS) and invariant admissibility of the closed-loop systems with the policies generated by integral policy iteration (I-PI) or invariantly admissible PI (IA-PI) method. Based on these, three online I-RL algorithms named explorized I-PI and integral Q-learning I, II are proposed, all of which generate the same convergent sequences as I-PI and IA-PI under the required excitation condition on the exploration. All the proposed methods are partially or completely model-free, and can simultaneously explore the state-space in a stable manner during the online learning processes. ISS, invariant admissibility, and convergence properties of the proposed methods are also investigated, and related with these, we show the design principles of the exploration. Integral reinforcement learning, Neural-network-based implementation methods for the proposed schemes are also presented in this paper. Finally, several numerical simulations are carried out to verify the effectiveness of the proposed methods.
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I. INTRODUCTION

R
einforcement learning (RL) is a class of learning algorithms that originates from and is inspired by biological animal learning mechanisms, and is designed to learn the best policy by interacting with a given unknown environment to maximize their long-term performance [1]–[4]. From the very beginning of the research, RL methods have been extensively studied in the fields of computational intelligence, with special focus on the finite Markov decision process (MDP) [3]. As a result, a variety of RL algorithms in MDP environments have been proposed, including Sarsa, Q-learning, and actor-critic methods, with successful applications [2]–[6] (see [6] for survey). These RL methods were developed based on the two core ideas: i) temporal difference (TD) and ii) exploration/exploitation, both of which now become the fundamental components in RL [2]–[4].

TD error is one step prediction error, indicating how far the estimated value function is from the true one for the current policy [1]–[4]. Here, the value function, and its action-dependent version called Q-function, implicitly express the long-term performance index for the current policy, and play a central role in modifying the agent’s current policy in RL. All RL methods equip at least one update rule, the objective of which is to estimate the value function (or Q-function) by decreasing the associated TD error [7]–[25].

Associated with the exploration/exploitation in RL, there is an exploitation vs. exploration dilemma [3], [4]: to achieve an improved response, the RL agents should exploit the information they obtain, but at the same time explore the whole environments to improve future actions. In RL methods for MDPs, a sufficient number of explorations of each state-action pair is required for the learning of best response, and thus exploitation and exploration should be properly balanced during the learning period [3]–[5]. In this paper, we focus on the exploitation/exploration issues and TD learning methods in RL applied to continuous-time (CT) dynamical systems for adaptive optimal control.

A. HJB Equations, TD Error, and PI in Optimal Control

In the fields of control system engineering, optimal control theories have been developed as one of the fundamental principles in the design of modern control systems [26], [27]. The optimal control policy minimizes a given long-term cost-to-go function, which specifies the desired performance with respect to the system states and control inputs in the long run, implicitly balancing the amount of required control efforts and the desired transient response. Basically, such a minimizing policy can be found using either Pontryagin’s minimum principle or dynamic programming. Both optimal control approaches, however, are intrinsically off-line and require complete knowledge of the system dynamics.

In optimal control problems, the centerpiece of dynamic programming is the Hamilton-Jacobi-Bellman (HJB) equation [26]–[28] which is termed as the Bellman’s optimality equation in the field of computational intelligence (see [2]–[4]).

The optimal value function and control policy can be obtained by solving the HJB equation. However, this is a formidable task even in the case of completely known dynamics due to the intractability of the HJB partial differential equation and a problem known as the curse of dimensionality.
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To alleviate these problems, researchers in the fields of both control systems and machine learning have studied the forward-in-time computational methods known as policy iteration (PI) [7]–[17] and value iteration (VI) [17]–[20]. Both methods consist of two processes—policy evaluation and policy improvement, and the difference between PI and VI lie in policy evaluation (see [1], [3], [21] for a comprehensive understanding). Unlike VI, PI minimizes the associated TD error at each step of policy evaluation to compute the exact value function which can be considered as a Lyapunov function in many cases [1].

Combining the forward-in-time computational methods with neural networks (NNs) in discrete-time (DT) domain, Werbos [19] and years after, Prokhorov and Wunch [20] proposed adaptive dynamic programming (ADP) methods for optimal neuro-control. In these methods, one NN called critic plays a role of policy evaluation for approximating the value function (or Q-function), and the other NN called actor learns the improved policy as a role of policy improvement. Independently of these works, the inverse optimal neuro-control methods [29], [30] are developed, where the cost function is a posteriori determined for the stabilizing feedback. In the inverse optimal approach, one does not need to solve the HJB equation, but cannot freely choose the required cost function unlike the aforementioned ADP methods. The proposed RL methods in this paper are a kind of online PI combined with NNs, which efficiently find, by forward-in-time computation, the CT optimal control solution satisfying the underlying HJB equation, where the cost function is given a priori.

B. Exploitation and Exploration in Adaptive Optimal Control

Until recently, the exploitation and exploration issues in control systems have been posed from the perspectives of adaptive/neural control, with the direct connection to the notion of persistent excitation (PE) [31], [32], [33, Section 7.6.2]. Without satisfaction of PE conditions, the learning parameters cannot converge to the true values. On the other hand, PE conditions make the system states and control inputs oscillatory, not convergent to the equilibrium, and even cause unbounded closed-loop responses in many cases, especially when the states escape the stable region of the nonlinear systems [32], [33, Section 8.2]. In this respect, the exploitation vs. exploration dilemma can be reinterpreted from a control theoretic perspective as a dilemma between the satisfaction of PE (efficient exploration) and the satisfactory control performance (exploitation to improve the stability and state convergence).

Without considering the optimality of the target control policy, considerable efforts have been made to design an adaptive controller which efficiently balances the exploitation and exploration for good transient performance by regulating the magnitudes of the exploratory random signals injected through the control input channels [31], [32], [33, Section 7.6.2]. Similar adaptive optimal control schemes for dynamical systems have been also presented in the areas of RL and ADP [13]–[18], [22]–[24], where the so-called probing noises are injected through the control input channels to maintain the PE conditions required to learn the target optimal policy and the value function (or Q-function). Among these RL and ADP methods, the iterative Q-learning schemes based on PI [13]–[16] and VI [18] have revealed that the probing noises, called explorations in our previous works [13], [14], play a central role in relaxing the requirements of the system model dynamics. The key point here is that by virtue of the explorations, these learning controllers can be applied to systems with completely unknown dynamics to find the optimal policy in an online fashion with guaranteed convergence.

C. CT Nonlinear Adaptive Optimal Control

In CT domain, RL and ADP algorithms to solve the HJB equation were developed without any proof of their stability and convergence at first. After the pioneering works of [11], [12], [21], a class of RL methods named integral RL (I-RL) was presented with stability and convergence studies for solving CT input-affine nonlinear optimal control problems with unknown system drift dynamics (see [1] for a comprehensive survey). These I-RL methods are based on PI and VI in the CT domain which minimize or decrease the associated integral TD (I-TD) error at each step. For the I-RL schemes developed from PI [7]–[9] in particular, which we call integral PI (I-PI) in this paper, the stability and convergence to the optimal solution are proven under the initial admissible policy [12]. The implementation methods based on least squares (LS) and the Galerkin NN approximation were also presented in [12]. However, all the underlying I-RL methods require exact knowledge of the input-coupling dynamics [1], [21], which restricts the practical use of the algorithms. Second, unlike RL schemes for DT dynamical systems [16], [18], there is no way to simultaneously explore the state-space for the satisfaction of PE conditions during online learning—resetting the state variables to some non-zero points is the only way in these I-RL methods [1], [12], [21] to give additional excitations to the state variables. Lastly, the given initial admissible region in I-PI is not invariant for the intermediate closed-loop systems, so that the state trajectory may escape the well-defined stable region during the learning phase, especially at the time instant the policy is updated [10].

For the same CT optimal control problems, these ideas of I-RL are combined with adaptive control methodologies, and the resulting online actor-critic RL methods, called synchronous PI, were recently proposed in [22]–[25]. These methods simultaneously update the actor and critic NNs in an online fashion, and the stability of the RL control system is proven under the assumption of PE. Though exhibiting novel ideas, they require complete/partial knowledge of the system dynamics [22]–[24] and/or an additional NN to identify the system dynamics [24], [25]. In our previous work [13], we combined I-PI with both CT Q-function and exploration to develop two online advanced I-RL algorithms: explorized PI and integral Q-learning (see also [15] for a similar model-free algorithm). Both algorithms can explore the whole state-space and the latter can be applied to completely unknown dynamics. However, these algorithms were focused only on solving CT LQR problems and were not extended to general CT nonlinear optimal control frameworks.
D. Contributions

Based on I-PI in [12] and IA-PI in our recent work [10], this paper proposes the three partially/completely model-free I-RL algorithms, all of which are extensions of the work [13] to CT nonlinear optimal control with input-affine dynamics, and use NNs to approximate the value function and control policy. Here, I-PI and IA-PI provide the basic ideas of ITD and invariant admissibility (the combined concept of invariance and admissibility), respectively. All the proposed methods can simultaneously and stably explore the state-space during online learning, and can update the given admissible region and the exploration signal to guarantee input-to-state stability (ISS) and invariant admissibility. Moreover, to the best authors’ knowledge, the two methods out of the three, named integral Q-learning I and II, respectively, are the first ones that can learn the online optimal solution in completely unknown dynamics without any use of the additional identifier NN, which was not achieved by any existing methods [12], [22]–[25]. In the proposed methods, the cost function is a priori that can be freely chosen without such restrictions as in priori [22]–[25]. In the proposed methods, the cost function is a priori, whereas other prior works [12]–[25] used a priori. In the proposed methods, the cost function is a priori, whereas other prior works [12]–[25] used a priori.

To develop the I-RL methods, this paper extends the concepts of exploration, ITD, and invariant admissibility to the CT nonlinear input-affine dynamical system that is governed by a control policy and a probing signal called an exploration. Then, we mathematically show i) ISS and invariant admissibility regarding both explorations and policies generated by either IA-PI or I-PI, and ii) the excitation condition on the exploration to uniquely solve the advanced ITD-equation. This unique solution is equal to the solution to the ITD-equation used in I-PI [12] and the associated Lyapunov equation used in PI [9] and IA-PI [10]. From these mathematical results, we propose one partially model-free I-RL method named explorized I-PI, and two model-free I-RL methods named integral Q-learning I and II, respectively. ISS, invariant admissibility, and convergence properties of the proposed I-RL methods, related with the design of explorations, are also given under the uniqueness condition. Finally, NN-based actor-critic LS implementation methods are presented, and we simulate the proposed I-RL methods to verify their performance and to compare them with the others [12], [22], [24].

E. Notations and Mathematical Terminologies

In this paper, the following notations are adopted for a real vector $x \in \mathbb{R}^n$ and any real matrices $X$ and $Y$.

- $\|x\|$: the Euclidean norm $\sqrt{x^T x}$ of $x$;
- $\sigma(X)$: the maximum singular value of $X$;
- $g(X)$: the minimum singular value of $X$;
- $X \otimes Y$: the Kronecker product of $X$ and $Y$;
- $B_0(r)$: an open $r$-radius ball $\{x: ||x|| < r\}$;
- $B_0(r)$: a closed $r$-radius ball $\{x: ||x|| \leq r\}$.

For any $N$-vectors $x_j \in \mathbb{R}^{n_j}$ ($j = 1, 2, \ldots, N$), the column stacking operator $\text{col}\{x_1, x_2, \ldots, x_N\} \in \mathbb{R}^{n_1 + n_2 + \ldots + n_N}$ is defined as $\text{col}\{x_1, x_2, \ldots, x_N\} := [x_1^T \ x_2^T \ \cdots \ x_N^T]^T$. We also denote the set of nonnegative integers and real numbers by $\mathbb{Z}_+$ and $\mathbb{R}_+$, respectively. For any two sets $\Omega_1$ and $\Omega_2$ in $\mathbb{R}^n$, “$\Omega_1 \subseteq \Omega_2$” and “$\Omega_1 \subset \Omega_2$” indicate that $\Omega_1$ is a subset and a proper subset of $\Omega_2$, respectively; $\partial \Omega_1$ denotes the boundary of $\Omega_1$. For a given domain $\mathcal{D} \subseteq \mathbb{R}^n$, the set of all continuous and continuously differentiable functions are denoted by $C^0(\mathbb{D})$ and $C^1(\mathbb{D})$, respectively.

Definition. A function $V: \mathcal{D} \to \mathbb{R}^+$ is said to be positive definite (on $\mathcal{D}$) if it is continuous on $\mathcal{D}$, $V(0) = 0$, and

$$V(x) > 0, \quad \forall x \in \mathcal{D} \setminus \{0\}.$$  

Definition. A continuous function $\alpha: [0, a) \to [0, \infty)$ is of class $\mathcal{K}$, denoted by $\alpha \in \mathcal{K}$, if it is strictly increasing and $\alpha(0) = 0$. A class $\mathcal{K}$ function $\alpha$ is of class $\mathcal{K}_\infty$, denoted by $\alpha \in \mathcal{K}_\infty$, if $a = \infty$, and $\lim_{r \to \infty} \alpha(r) = \infty$.

Definition. A continuous function $\beta: [0, a) \times [0, \infty) \to [0, \infty)$ is of class $\mathcal{KL}$, denoted by $\beta \in \mathcal{KL}$, if $\beta(s, \cdot) \in \mathcal{K}$ for each fixed $s$, and for each fixed $r$, $\beta(r, \cdot)$ is decreasing and $\beta(r, s) \to 0$ as $s \to \infty$.

We denote the gradient of a function $f: \mathcal{D} \subseteq \mathbb{R}^n \to \mathbb{R}$ by

$$\nabla f(x) := \left[\frac{\partial f(x)}{\partial x_1}, \frac{\partial f(x)}{\partial x_2}, \ldots, \frac{\partial f(x)}{\partial x_n}\right]^T \in \mathbb{R}^n,$$

where $x_j (1 \leq j \leq n)$ is the $j$-th element of $x \in \mathcal{D}$. For a vector-valued function $f(x) = [f_1(x), f_2(x), \ldots, f_m(x)]^T \in \mathbb{R}^m$, $\nabla f(x)$ is meant to be a matrix of the first-order derivatives of the form

$$\nabla f(x) := \left[\nabla f_1(x), \nabla f_2(x), \ldots, \nabla f_m(x)\right] \in \mathbb{R}^{n \times m}.$$  

Throughout this paper, $t$ indicates a specific time instant on $[0, \infty)$ and $\tau \in [t, \infty)$ will be used as the time variable after the specified time instant $t$. In addition, any function $s(\tau)$ of time $\tau$ will be denoted as $s(\tau)$, $s_\tau$, or simply $s$ for conciseness.

II. NONLINEAR OPTIMAL CONTROL PROBLEMS

Consider the following CT input-affine nonlinear system:

$$\dot{x} = f(x, u) + g(x)u, \quad x(t) = z \in \mathcal{D} \subseteq \mathbb{R}^n$$ (1)

where $x \in \mathbb{R}^n$ and $u \in \mathbb{R}^m$ are the state variable and the control input; $z$ is the state value at given initial time instant $t = \tau$; $\mathcal{D} \subseteq \mathbb{R}^n$ is a set containing a neighborhood of the origin; $f: \mathcal{D} \to \mathbb{R}^n$ with $f(0) = 0$ and $g: \mathcal{D} \to \mathbb{R}^{n \times m}$ are nonlinear functions that are locally Lipschitz on $\mathcal{D}$. For simplicity, we restrict our domain of interest to a neighborhood of the origin, $i.e.$, without loss of generality, we assume that

Assumption 1. $\mathcal{D} = \bar{B}_0(r_d)$ for some $r_d > 0$.

The results in this paper can be easily extended to a general domain $\mathcal{D}$ without Assumption 1. For a well-posed problem, we assume $f(x) + g(x)u(x)$ is locally Lipschitz on $\mathcal{D}$ and there is a policy $\alpha = \mu(x)$ that stabilizes the system (1).

Definition. A policy $\mu(x)$ is meant to be a control input function $\mu: \mathcal{D} \to \mathbb{R}^m$ that is continuous on the domain of interest and satisfies $\mu(0) = 0$.

For a stabilizing policy $\mu$, define the region of attraction as

$$R_A(\mu) := \{z \in \mathcal{D}: x_\tau(z; \mu, 0) \to 0 \text{ as } \tau \to \infty\},$$
where \( x_t(z; \mu, 0) \) denotes the state trajectory \( x(\tau) \) at time \( \tau \geq t \) generated by the system (1) with the initial condition \( x_t = z \in D \) and a policy \( u = \mu(x) \). Here, the third parameter ‘0’ in \( x_t(z; \mu, 0) \) indicates the zero-exploration and will be clear in Section IV. For simplicity, we write \( x_t \equiv x_t(z; \mu, 0) \) if \( z \) and \( \mu \) are well-understood in the context. Using these notations, we precisely define a feasible trajectory and a stabilizing policy on a given region as follows:

**Definition 2.** For a given policy \( u = \mu(x) \), we say that the state trajectory \( x_t(\cdot; \mu, 0) \) is feasible on a subset \( \Omega \subseteq D \) if
\[
\forall \tau \geq t, x_t(z; \mu, 0) \in D, \forall z \in \Omega \implies x_t(z; \mu, 0) \in D, \forall \tau \geq t. \tag{2}
\]

**Definition 3.** A policy \( u = \mu(x) \) is said to stabilize the system (1) on a subset \( \Omega \subseteq D \) if and only if
1) \( x_t(z; \mu, 0) \) exists for all \( z \in \Omega \) and all \( \tau \geq 0 \);
2) \( x_t(\cdot; \mu, 0) \) is feasible on \( \Omega \);
3) the equilibrium ‘0’ of the system \( \dot{x} = f + g(x)u \) is stable;
4) for all \( z \in \Omega \), \( \lim_{\tau \to \infty} x_t(z; \mu, 0) = 0. \)

The CT nonlinear optimal control problem considered in this paper consists of the input-affine dynamics (1) and the following performance index (3):
\[
J(x_t, u(\cdot)) = \int_{t}^{\infty} r(x_t, u_t) \, dt, \tag{3}
\]
where \( r(x_u) \in \mathbb{R} \) is the cost function defined as \( r(x, u) := S(x) + u^T R u > 0 \) for a positive definite function \( S : D \to \mathbb{R}_{+} \) and a positive definite matrix \( R \in \mathbb{R}^{m \times m} \). For this performance index, the value function \( V^\mu(z) \) for a policy \( u = \mu(x) \) and a given (initial) value \( x_t = z \in D \) is defined, if exists, as
\[
V^\mu(z) := J(z, u(\cdot))|_{u=\mu(x)}. \tag{4}
\]

For the existence of \( V^\mu \), the policy \( \mu \) needs to stabilize the system (1). However, this is not sufficient for the concept of the admissible policy.

**Definition 4.** A policy \( u = \mu(x) \) is admissible with respect to (3) on a subset \( \Omega \subseteq D \), denoted by \( \mu \in A(\Omega) \), if
1) \( u = \mu(x) \) stabilizes the system (1) on \( \Omega \),
2) \( V^\mu(z) \) is finite on a compact subset \( \Omega \).

Note that \( \mu \in A(\Omega) \) implies \( \Omega \subseteq R_A(\mu) \) and the existence of \( V^\mu(z) \) \( \forall z \in \Omega \). In this case, \( V^\mu \) is positive definite on the subset \( \Omega \subseteq D \) since \( r(x, \mu(x)) \) in (3) is positive definite on \( D \). Moreover, this property can be easily extended to the larger domain \( D \) by assigning a fictitious value to \( V^\mu(z) \) for each \( z \in D \setminus \Omega \) such that \( V^\mu(z) \) is positive definite on \( D \). Therefore, Assumption 1 and [34, Lemma 4.3] imply the existence of \( \alpha_\mu \), \( \alpha_\mu(z) \in K \) satisfying
\[
\alpha_\mu(||z||) \leq V^\mu(z) \leq \alpha_\mu(||z||) \tag{4}
\]
for all \( z \in D \). Similarly, since \( S(x) \) is positive definite on \( D \), there exist \( \alpha_S, \alpha_s \in K \) such that
\[
\alpha_S(||z||) \leq S(z) \leq \alpha_s(||z||) \tag{5}
\]
holds for all \( z \in D \). These class \( K \) functions in (4) and (5) will be used in the analysis of the proposed I-RL algorithms.

For admissibility on \( \Omega \) (or closed-loop stability), the trajectory \( x_t(\cdot; \mu, 0) \) should be well-defined on \( \Omega \) in the sense of Definition 2, so that \( x_t(z; \mu, 0) \) starting from any \( z \in \Omega \) remains in the well-defined domain \( D \). This is guaranteed if \( \Omega \subseteq R_A(\mu) \) and \( D \) contains \( R_A(\mu) \) or an invariant estimate of \( R_A(\mu) \) containing \( \Omega \). However, \( R_A(\mu) \) depends on the policy \( \mu \), so we can hardly determine such \( D \) independently of \( \mu \). To overcome this difficulty and thereby, guarantee the trajectory well-defined, we introduce the concept of invariant admissibility (see our recent work [10] for detailed discussion about this issue).

**Definition 5.** A policy \( u = \mu(x) \) is invariably admissible with respect to (3) on a subset \( \Omega \subseteq D \), denoted by \( \mu \in A_\infty(\Omega) \), if \( \mu \) is admissible on \( \Omega \) and
\[
\forall z \in \Omega \implies x_t(z; \mu, 0) \in \Omega, \forall \tau \geq t. \tag{6}
\]

The invariance (6) in Definition 5 obviously implies the feasibility condition (2). Moreover, if \( \Omega \) is compact, then the existence of \( x_t(z; \mu, 0) \forall z \in \Omega \) \( \forall \tau \geq t \) is guaranteed by (6) and [34, Theorem 3.3]. For this reason, we assume throughout the paper that the invariant admissible set \( \Omega \) in Definition 5 is compact.

Define the Hamiltonian \( H(x, u, p) \) as
\[
H(x, u, p) := r(x, u) + p^T (f(x) + g(x)u). \tag{7}
\]

Assuming \( \mu \in A(\Omega) \) and \( V^\mu \) is \( C^1(\Omega) \), then it satisfies the following Lyapunov equation for the nonlinear system (1):
\[
\dot{V}^\mu(x_t) = (\nabla V^\mu(x_t))^T (f(x_t) + g(x_t)u(x_t)) = -r(x_t, u(x_t)) < 0. \tag{8}
\]

That is, \( V^\mu(x) \) is a Lyapunov function for the system (1) [34]. Now, we define the \( V^\mu \)-induced compact set \( \Omega^\mu_d \) as
\[
\Omega^\mu_d := \{ x \in D : V^\mu(x) \leq d \}
\]
for some constant \( d > 0 \), and state two technical lemmas which will be used in the analysis of proposed I-RL methods. The proof of Lemma 1 is in Appendix A.

**Lemma 1.** For \( \mu \in A(\Omega) \), if \( V^\mu \in C^1(\Omega) \), the value function \( V^\mu \) is the unique solution to (8) over \( C^1(\Omega) \).

**Lemma 2.** Suppose \( V^\mu(x) \) is finite on a compact subset \( \Omega \subseteq D \). Let \( d > 0 \) be a constant chosen in the interval \( (0, \min_{x \in \Omega} V^\mu(x)) \). Then, \( \Omega^\mu_d \) is in the interior of \( \Omega \).

**Proof:** Assume \( \Omega^\mu_d \) is not in the interior of \( \Omega \). Then, there is a point \( y \in \partial \Omega^\mu_d \) on the boundary \( \partial \Omega^\mu_d \). At this point, \( d < \min_{x \in \partial \Omega^\mu_d} V^\mu(x) \leq V^\mu(y) \), but for all \( x \in \Omega^\mu_d \), \( V^\mu(x) \leq d \), a contradiction ‘\( d < d \)’. So, \( \Omega^\mu_d \) is in the interior of \( \Omega \).

The objective of the I-RL algorithms presented in this paper is to find the best admissible policy \( \mu^* \) minimizing the performance index (3) and the corresponding optimal value function \( V^* (x) := V^\mu^* (x) \). Minimizing the Hamiltonian
\[ H(x, \mu, \nabla V^*) \] among all admissible policies, we can obtain the optimal policy \( \mu^*(x) \) as follows:
\[
\mu^*(x) = -\frac{1}{2} R^{-1} g^T(x) \nabla V^*(x).
\] (10)

Furthermore, substituting (10) into (8) and rearranging the equation yield the well-known HJB equation:
\[
0 = S(x) + \nabla V^* g(x) g^T(x) R^{-1} \nabla V^*,
\]
\[
V^*(0) = 0.
\] (11)

The existence of \( V^* \in C^1 \) satisfying (11) is the necessary and sufficient condition for optimality.

III. PI AND I-RL WITHOUT EXPLORATIONS

The objective of PI [7]–[10] and I-RL (I-PI [12]) methods is to find the solution \( V^* \) to the HJB equation (11) and the corresponding optimal policy (10) by iterations. All the I-RL methods proposed in this paper have the same purpose, i.e., finding the optimal solution \( V^* \) and \( \mu^* \). In this preliminary section, we present and briefly discuss the existing PI and I-RL methods [9], [10], [12] without considering explorations.

Fig. 1 shows the whole process of a PI method, called IA-PI in our recent work [10]. Normally, PI methods consist of policy evaluation for solving the nonlinear Lyapunov equation (8) and policy improvement for updating the policy by the rule
\[
\mu_{i+1}(x) = -\frac{1}{2} R^{-1} g^T(x) \nabla V^*(x)
\] (12)

(see [1], [9]). In addition to this, the IA-PI in Fig. 1 updates the next region \( \Omega_{i+1} \) in the inv. admissible region update step for the invariant admissibility of \( \mu_i \) and \( \mu_{i+1} \) on \( \Omega_{i+1} \). This step can be omitted if one can find a universal admissible set \( \Omega \) on which \( \mu_i \in A(\Omega) \) \( \forall i \in Z_+ \) and let \( \Omega_i \) be equal to \( \Omega \) \( \forall i \in Z_+ \). In this case, IA-PI becomes the PI given in [8], [9].

For each \( \mu_i \in A(\Omega_i) \), let \( \Psi_i \) be a compact subset such that
1) \( \Omega_i \subseteq \Psi_i \subseteq R_+ A(\mu_i) \cap \mathcal{D} \);
2) \( x_*(\cdot, \mu_i, 0) \) is feasible on \( \Psi_i \).

An example of such \( \Psi_i \) is \( \Omega_i \) in IA-PI (see Fig. 1), but we consider the general case where \( \Psi_i \) satisfies the above two conditions. By [10, Lemma 2], such \( \Psi_i \) for \( \mu_i \in A(\Omega_i) \) guarantees \( \mu_i \in A(\Psi_i) \), and thereby \( V^*(x) < \infty \forall x \in \Psi_i \).

Assumption 2. For each \( \mu_i \in A(\Omega_i) \), \( V^* \in C^1 \) on \( \Psi_i \), and the next region \( \Omega_{i+1} \) is given by \( \Omega_{i+1} = \Omega_{i+1} \) for some \( d_i \) chosen in the interval \( 0, \min_{x \in \Psi_i} V^*(x) \).

Theorem 1. Under \( \mu_i \in A(\Omega_i) \) and Assumption 2,
1) \( \Omega_{i+1} \) is in the interior of \( \Psi_i \), and \( V^* \in C^1(\Omega_{i+1}) \); 2) \( \mu_i \) and \( \mu_{i+1} \) are invariant admissibly on \( \Omega_{i+1} \).

Proof: \( \mu_i \in A(\Omega_i) \) and [10, Lemma 2] imply that \( V^* \) is finite on \( \Psi_i \), and we have \( V^* \in C^1(\Psi_i) \) by Assumption 2. So, Lemma 2 with \( \Omega = \Psi_i \) implies \( \Omega_{i+1} \) is in the interior of \( \Psi_i \), which again implies \( V^* \in C^1(\Omega_{i+1}) \) since \( \Omega_{i+1} \) is compact. Moreover, by [10, Theorem 2] with \( \Psi_i = \Omega_{i+1} \), we have \( \mu_i, \mu_{i+1} \in A_2(\Omega_{i+1}) \).

Theorem 1 provides a concrete way to construct the next invariantly admissible region \( \Omega_{i+1} \) at each \( i \)-th step, based on \( V^* \) and a given admissible region \( \Psi_i \), which is a subset of both \( R_+ A(\mu_i) \) and \( \mathcal{D} \). However, estimating \( R_+ A(\mu_i) \) or its subset \( \Psi_i \) may cause high computational burden, and needs the complete knowledge about the dynamics \( f,g \). On the other hand, \( \Psi_i \) can be chosen as \( \Psi_i = \Omega_i \). In this case, \( \Omega_{i+1} \) becomes rather conservative, but can be determined without such obstacles as shown in the following corollary:

Corollary 1. Suppose \( \mu_i \in A(\Omega_i) \) and Assumption 2 holds. If \( \Psi_i \) is given by \( \Psi_i = \Omega_i \), then
1) \( \Omega_{i+1} \) is in the interior of \( \Omega_i \), and \( V^* \in C^1(\Omega_{i+1}) \); 2) \( \mu_i \) and \( \mu_{i+1} \) are invariantly admissible on \( \Omega_{i+1} \).

Note that since \( \mu_{i+1} \in A_2(\Omega_{i+1}) \) implies \( \mu_{i+1} \in A(\Omega_{i+1}) \), Theorem 1 and Corollary 1 hold for all \( i \in \mathcal{Z}_+ \) by induction, under \( \mu_0 \in A(\Omega_0) \). In the case “\( \Psi_i = \Omega_i \) for all \( i \in \mathcal{Z}_+ \),” it has been shown in [10] that \( V^* \) uniformly converges to \( V^* \) under certain conditions; this also implies the convergence \( \mu_i \rightarrow \mu^* \). The convergence in the general case can be also proven in a similar manner under Assumption 2.

Next, integrate (9) from \( t \) to \( t + T \) to describe I-PI. Then, we obtain the following I-RE equation for a given \( \mu \in A(\Omega) \):
\[
V^*(x_t) = \int_t^{t+T} r(x, \mu(x)) \, dt + V^*(x_{t+T}).
\] (13)

This I-RE equation is well-defined for all \( x_t \in \Omega \) and for any \( T > 0 \) if \( \mu \) is invariantly admissible on \( \Omega \) since \( x_t \in \Omega \) and \( \mu \in A_2(\Omega) \) guarantees \( x_t (x_t, \mu, 0) \) remains in the admissible set \( \Omega \) for all \( t \in [t, t+T] \). In the same way, I-PI can be modified by integrating \( V^*(x_t) = r(x, \mu(x_t)) \) over the time interval \( [t, t+T] \). This modification results in I-PI shown in Algorithm 1, where only the policy evaluation step is described; the other procedures are exactly same to IA-PI shown in Fig. 1.
Algorithm 1. Policy Evaluation of I-PI without Explorations

[Policy Evaluation]
Given $\mu_i \in A(\Omega_i)$, find $V^{\mu_i} \in C^1(\Omega_i)$ by solving

$$V^{\mu_i}(x_t) = \int_t^{t+T} r(x_t, \mu_i(x_t)) \, d\tau + V^{\mu_i}(x_{t+T})$$

(14)
on the domain $\Omega_i$, where $x_t \equiv x_t(x_t; \mu_i, 0)$.

A universal admissible set $\Omega$ is given a priori and $\Omega_i = \Omega \forall i \in Z_+$, then Algorithm 1 becomes the I-PI given in [12].

If both IA-PI and I-PI use the same initial policy $\mu_0$ which is admissible on the same region $\Omega_0$, and generate the same $\{\Omega_i+1\}_{i \in Z_+}$, then they produce the same sequences $\{V^{\mu_i}\}$ and $\{\mu_i\}$. Therefore, I-PI inherits the properties of IA-PI regarding convergence and invariant admissibility discussed above (see also [10], [12]).

Remark 1. The I-TD (14) in Algorithm 1 does not contain any explicit terms about $(f, g)$, and the input coupling term $g(x)$ is only used in policy improvement (12). This makes the algorithm partially model-free, i.e., the system drift dynamics $f(x)$ is not required to be known in I-PI.

IV. RL COMPONENTS

To develop the main I-RL methods, we extend the concept of exploration in RL for a finite MDP to nonlinear dynamical systems, and then with detailed mathematical analysis, present advanced I-TD, the refined version of the I-TD (13) with respect to exploration.

A. Exploration in Nonlinear Dynamical Systems

Now, we consider the nonlinear system explored by a known time-varying probing signal $e_{\tau}$:

$$\dot{x}_\tau = f(x_\tau) + g(x_\tau)u(x_\tau) + e_\tau, \quad x(t) = z \in \Omega,$$

(15)

where $e : [t, \infty) \to \mathbb{R}^m$ is called an exploration, and assumed piecewise continuous and uniformly bounded; $x_{\tau}(z; \mu, e)$ denotes the state trajectory $x(\tau)$ at time $\tau \geq t$ generated by the nonlinear system (15) under the given policy $u = \mu(x)$ and exploration $e_\tau$. Unlike in a finite MDP [3] or linear dynamical systems [1], [13], [16], [18], we need the following concept of invariant admissibility of an exploration $e$.

Definition 6. For a given policy $\mu \in A(\Omega)$, an exploration $e$ is said to be invariantly admissible on $\Omega$, denoted by $e \in A(\Omega; \mu)$ or $(\mu, e) \in A(\Omega)$, with slight abuse of notation, if

$$z \in \Omega \implies x_{\tau}(z; \mu, e) \in \Omega, \forall \tau \geq t.$$

(16)

Notice that the invariance (16) in Definition 6 is an extension of (6) with respect to an exploration $e$; if $\Omega$ is compact and $(\mu, e) \in A(\Omega)$, then the existence of $x_{\tau}(z; \mu, e) \forall z \in \Omega$ and $\forall \tau \geq t$ is guaranteed by (16) and [34, Theorem 3.3], and (16) also implies $x_{\tau}(z; \mu, e)$ is feasible on $\Omega$. Here, the feasibility of $x_{\tau}(\cdot; \mu, e)$ can be also defined in a similar manner to Definition 6 by extending Definition 2. Moreover, ISS for the explorable system (15), the stability counterpart of Definition 3, is precisely defined in this paper as follows.

Definition 7. For a given policy $\mu$ and an exploration $e$, we say that the nonlinear system (15) is input-to-state stable on $\Omega$ if $x_\tau \equiv x_\tau(z; \mu, e)$ exists $\forall z \in \Omega$ and $\forall \tau \geq t$, $x_\tau$ is feasible on $\Omega$, and there exist $\alpha(\cdot) \in K$ and $\beta(\cdot, \cdot) \in K_L$ such that for any $z \in \Omega$ and all $\tau \geq t$,

$$\|x_\tau\| \leq \beta(\|z\|, \tau - t) + \alpha\left(\sup_{t \leq \tau} \|e_\tau\|\right).$$

(17)

Now, it is stated in the following theorem that ISS and invariant admissibility of $e$ are preserved under the small exploration if the policy is generated by either IA-PI or I-PI.

Theorem 2. Consider $\{\mu_i\}$ and $\{V^{\mu_i}\}$ generated by IA-PI or I-PI under Assumptions 1 and 2. If the exploration $e$ satisfies

$$\sup_{t \leq \tau < \infty} \|e_\tau\| < \sqrt{\frac{\alpha(\Omega) \circ \alpha_{\mu_1}(d_1)}{\sigma(R)}},$$

then $(\mu_{i+1}, e) \in A(\Omega_{i+1})$ and the nonlinear system (15) under $u = \mu_{i+1}(x)$ is input-to-state stable on $\Omega_{i+1}$. Moreover, if $D = \Omega_1 = \mathbb{R}^n$ and $\sigma_{\mu_1}, \sigma_\tau \in K_{\infty}$, then ISS holds globally for any $z \in \mathbb{R}^n$ and any bounded exploration $e_\tau$.

Proof: See Appendix B.

B. Advanced I-TD and Design Principles of Exploration

If $x_\tau$ is generated by (15) with non-zero exploration, then I-TDs (13) and (14) in policy evaluation of I-PI do not function properly. Meanwhile, if $g(x)$ is not known a priori, the next policy $\mu_{i+1}$ cannot be updated by policy improvement, either. To solve these two problems, the following $e$-dependent advanced I-TD is devised from I-TD (13):

$$V(x_i) = \int_t^{t+T} \left[ r(x, \mu(x)) + 2\nu(x)Re_\tau \right] d\tau + V(x_{t+T}),$$

(19)

where $(\mu, e) \in A(\Omega)$ is a given policy-exploration pair that is invariantly admissible on a set $\Omega \subseteq D$; $x$ denotes the trajectory $x_{\tau}(z; \mu, e)$ for $z = x_i \in \Omega$; $V(x) \in \mathbb{R}$ is positive definite and $C^1$ on $\Omega$; $\nu(x) \in \mathbb{R}^m$ is a policy to be determined. All the IRL methods proposed in this paper will be designed based on this advanced I-TD (19). Compared to I-TD (13), the exploration term $\nu(x)Re_\tau$ is added to cancel out the effects of $e$ on I-TD, and to acquire the new policy $\nu(x) = \mu^+(x)$ without knowing $g(x)$ a priori. Here, $\mu^+(x)$ is the desired next policy defined in terms of $g(x)$ and $\nabla V(x)$ as

$$\mu^+(x) := -\frac{1}{2}R^{-1}g(x)^T \nabla V(x).$$

For the discussions, we assume without loss of generality that $e$ is $T$-periodic, i.e., $e_\tau = e_{\tau + T}$ for all $\tau \geq t$.

Theorem 3. Finding $V \in C^1(\Omega)$ and a policy $\nu$ satisfying (19) for all $z = x_i \in \Omega$ is equivalent to solving

$$H(x, \mu(x), \nabla V(x)) = 2\nu^T(x)Re_\tau$$

(20)

for all $x \in \Omega$ and $\tau \in [t, t+T)$, where $\varphi(x) := \mu^+(x) - \nu(x)$ is the policy error.
Proof: See Appendix C.

Using Theorem 3, one can easily verify that if $V^\mu \in C^1(\Omega)$,
\[ V(x) = V^\mu(x), \quad \nu(x) = \mu^+(x)|_{V=V^\mu} \] \tag{21}
are a solution to the advanced I-TD equation (19) and satisfy
\[ H(x, \mu(x), \nabla V(x)) = 0, \quad \varphi(x) = 0, \quad \forall x \in \Omega. \]

However, the solution may not be unique. For example, if $m = 1$ and $\varepsilon_r$ is constant, i.e., $\varepsilon_r \equiv c \forall \tau \in [t, t + T)$, then Theorem 3 implies $\nu$ can be obtained from $V(x)$ and $c$ as
\[ \nu(x) = \mu^+(x) + H(x, \mu(x), \nabla V(x))/Rc. \]

This means that for a given $V(x)$, there are infinitely many solutions depending on the constant $c$ unless
\[ H(x, \mu(x), \nabla V(x)) \equiv 0. \]

For the case when $g(x)$ is known, $\nu = \mu^+$ can be substituted to (19) to obtain the following simplified advanced I-TD:
\[ V(x_t) - V(x_{t+T}) = \int_t^{t+T} \left[ r(x, \mu(x)) - \nabla^T V(x) : g(x)c \right] \, dt. \] \tag{22}

In this case, the solution $V = V^\mu$ to (22) is unique as stated below.

**Corollary 2.** Assume that $V^\mu$ is $C^1$ on $\Omega$. If $V \in C^1(\Omega)$ is the solution to the advanced I-TD (22), then $V = V^\mu$.

**Proof:** I-TD (22) is the advanced I-TD (19) with $\varphi(x) = 0$. So, Theorem 3 implies that $V \in C^1(\Omega)$ satisfying (22) for all $x \in \Omega$ is the solution of the Hamiltonian equation
\[ H(x, \mu(x), \nabla V(x)) = 0, \quad \forall x \in \Omega. \]

Then, the application of Lemma 1 concludes $V = V^\mu$. \hfill \blacksquare

If $g(x)$ is not known a priori, then we cannot substitute $\nu = \mu^+$ to the advanced I-TD (19). In this general case, the uniqueness of (21) depends on the excitation condition. To see this, let $t_j \in [t, t + T]$ ($j = 0, 1, \cdots, L$) be the time instants satisfying
\[ t_0 = t \leq t_1 \leq t_2 \leq \cdots \leq t_L = t + T, \]
and assume that $e_\tau$ is piecewise constant and determined by
\[ e_\tau = c_j, \quad \forall \tau \in [t_j, t_{j+1}), \] \tag{23}
where $\{c_j\}_{j=1}^L$ is a sequence of constant vectors in $\mathbb{R}^m$. We also define the $m \times (l - k)$ matrix $C_k, l$ for $1 \leq k \leq l \leq L$ as
\[ C_k, l := [c_k, c_{k+1}, \cdots, c_l]. \]

Then, under the substitution of (23), (20) can be written as
\[ H(x, \mu(x), \nabla V(x)) = 2\varphi^T(x)Rc_j, \] \tag{24}
for all $x \in \Omega$ and all $j \in \{1, 2, \cdots, L\}$.

**Assumption 3a.** There exist $\kappa_1, \kappa_2 > 0$ such that
\[ \kappa_1 I \leq \sum_{j=1}^{L-1} (c_j - c_{j+1})^T(c_j - c_{j+1}) \leq \kappa_2 I. \]

**Theorem 4.** Suppose $e_\tau$ is given by (23) and $V^\mu \in C^1(\Omega)$. Then, the solution to the advanced I-TD (19) is uniquely determined by (21) under Assumption 3a.

**Proof:** By Theorem 3 and the above discussion, solving (19) for all $x \in \Omega$ is equivalent to finding $V$ and $\nu$ satisfying (24) for all $x \in \Omega$ and all $j \in \{1, 2, \cdots, L\}$. From (24), we have $2(c_j - c_{j+1})^T R \varphi(x) = 0$ ($j = 1, 2, \cdots, L - 1$). That is,
\[ 2(C_{1:L-1} - C_{2:L}) R \varphi(x) = 0. \] \tag{25}

From (25) and Assumption 3a, $\varphi(x) \equiv 0$ is obtained since Assumption 3a is equivalent to
\[ \kappa_1 I \leq (C_{1:L-1} - C_{2:L})^T \leq \kappa_2 I, \]
which implies $\text{rank}(C_{1:L-1} - C_{2:L}) = m$. Moreover, the substitution of $\varphi = 0$ into (24) yields $H(x, \mu(x), \nabla V(x)) \equiv 0$.

Therefore, the application of Lemma 1 proves $V = V^\mu$, and we obtain $\nu = \mu^+|_{V=V^\mu}$ from $\varphi = 0$.

Under the substitution $V = V^\mu$, (19) can be rewritten as
\[ V^\mu(x_t) = \int_t^{t+T} \left[ r(x, \mu(x)) + 2\varphi^T(x)Rc \right] \, dt + V^\mu(x_{t+T}), \] \tag{26}
and (24) is more relaxed to
\[ \varphi^T(x)Rc_j = 0, \quad \forall x \in \Omega, \quad \forall j \in \{1, 2, \cdots, L\}, \] \tag{27}
due to $H(x, \mu(x), V^\mu(x)) = 0$. In this case, the uniqueness of (21) is guaranteed under the following simple excitation condition:

**Assumption 3b.** There exist $\kappa_3, \kappa_4 > 0$ such that
\[ \kappa_3 I \leq \sum_{j=1}^L c_j c_j^T \leq \kappa_4 I. \]

**Theorem 5.** Suppose $V = V^\mu \in C^1(\Omega)$ and $e_\tau$ is given by (23). Then, the solution to the advanced I-TD (19) is uniquely determined by (21) under Assumption 3b.

**Proof:** Note that (27) implies $C_{1:L} R \varphi(x) = 0 \forall x \in \Omega$, which yields $\varphi(x) \equiv 0$ since $\text{rank}(C_{1:L}) = m$ by Assumption 3b. Therefore, by $V = V^\mu$ and $\varphi = 0$, we have $\nu = \mu^+|_{V=V^\mu}$. \hfill \blacksquare

**Remark 2.** Assumption 3b is equivalent to the following excitation condition for some constants $\pi_3, \pi_4 > 0$:
\[ \pi_3 I \leq \int_t^{t+T} e_\tau e_\tau^T \, d\tau \leq \pi_4 I. \] \tag{28}

Similarly, if $t_{j+1} - t_j = T/L$ for all $j \in \{0, 1, 2, \cdots, L - 1\}$, then Assumption 3a is equivalent to the existence of $\pi_1, \pi_2 > 0$ such that
\[ \pi_1 I \leq \int_t^{t+\frac{T}{L}} (e_\tau - e_{\tau+\frac{T}{L}})(e_\tau - e_{\tau+\frac{T}{L}})^T d\tau \leq \pi_2 I. \] \tag{29}

Note that for Assumption 3a, there should exists a subsequence $\{c_k\}_{k=1}^{m+1}$ whose difference $\{c_k - c_{k+1}\}_{k=1}^m$ is linearly independent. For this, $L \geq m + 1$ is required. On the other hand, the existence of linearly independent subsequence $\{c_k\}_{k=1}^m$ suffices for $e_\tau$ to satisfy Assumption 3b. In this
relatively simple and easy. For instance, if $m$ constants $c$ can be designed using only one constant $c$, stated in Theorems 4 and 5.

Fig. 2. General description of the proposed online I-RL methods.

In explorized I-PI, the construction of the exploration $e_\tau$ becomes relatively simple and easy. For instance, if $m = 1$, then two constants $c_1 \neq c_2$ (e.g., $c_1 = 1$ and $c_2 = 0$) are necessary to construct $e_\tau$ without violating Assumption 3a. On the contrary, for the case of $V = V^\mu$ and $m = 1$, $e_\tau$ satisfying Assumption 3b can be designed using only one constant $c_1 \neq 0$. Remember that ‘Assumption 3a’ or ‘Assumption 3b with $V = V^\mu$’ is required to guarantee the uniqueness of the solution (21), as stated in Theorems 4 and 5.

V. MAIN I-RL ALGORITHMS WITH EXPLORATIONS

Motivated by the advanced I-TDs (19), (22), and (26), we propose three partially/completely model-free I-RL algorithms that exploit the exploration $e_\tau$ to simultaneously excite the states and learn the next policy without knowing the nonlinear dynamics $(f, g)$. While IA-PI is an off-line method, all the proposed I-RL algorithms can run in online fashion even when the nonlinear system $(f, g)$ is partially/completely unknown and undergoes exploration $e_\tau$. Fig. 2 describes the whole process of the proposed methods in a unified manner, which are similar to but different from IA-PI and I-PI described in Fig. 1 and Algorithm 1, as described below.

1) At each $i$-th policy evaluation and improvement steps of the proposed methods, the I-RL agent utilizes advanced I-TDs to find $V_{i+1}$ and $\nu_{i+1}$ satisfying $V_{i+1} \approx V^{\nu_i}$ and $\nu_{i+1} \approx \nu_{i+1}^+$ on $\Omega_i$, where $\nu_{i+1}^+$ is given by

$$
\nu_{i+1}^+ = -\frac{1}{2} R^{-1} g^T(x) \nabla V^{\nu_i}(x).
$$

2) While IA-PI and I-PI cannot explore the state-space in online fashion, the proposed methods use invariantly admissible explorations to simultaneously excite the state variables. So, to maintain invariant admissibility of the exploration, the proposed methods (re-)generate $e_\tau$ both at the initialization step and after each policy improvement, as shown in Fig. 2.

Note that all the proposed methods are equal to I-PI and IA-PI in the iteration domain, as long as the generated value functions and policies have no errors. That is, if $V_{i+1} = V^{\nu_i}$ and $\nu_{i+1} = \nu_{i+1}^+$, $\forall i \in \mathbb{Z}_+$ and $v_0 = \mu_0$, then, we have $V_{i+1} = V^{\nu_i}$ and $\nu_{i+1} = \mu_{i+1}$, $\forall i \in \mathbb{Z}_+$, where $V^{\nu_i}$ and $\mu_{i+1}$ are generated by IA-PI or I-PI.

Algorithm 2. Explorized I-PI

Policy Evaluation: Given $(\nu_i, e) \in \mathcal{A}_2(\Omega_i)$ and $z \in \Omega_i$, find $V_{i+1} \in C^1(\Omega_i)$ such that

$$
V_{i+1}(x) - V_{i+1}(x_{i+1}) = \int_{\tau}^{t+T} [r(x, \nu_i(x)) - \nabla^T V_{i+1}(x) \cdot g(x) e_\tau] d\tau \quad (30)
$$

where $x \equiv x_\tau(z; \nu_i, e)$.

Policy Improvement: Update the next policy $\nu_{i+1}$ by

$$
\nu_{i+1}(x) = -\frac{1}{2} R^{-1} g^T(x) \cdot \nabla V_i(x).
$$

Note that the three I-RL methods are designed based on the respective advanced I-TDs (19), (22), and (26), which makes differences in policy evaluation and improvement steps. The other parts are exactly same to those presented in Fig. 2, so are omitted in the descriptions of the proposed I-RL methods (Algorithms 2–4).

A. Explorized I-PI

The first one is named as explorized I-PI whose policy evaluation and improvement are described in Algorithm 2. As can be seen from Algorithm 2, explorized I-PI comes from the advanced I-TD (22) and is able to simultaneously excite the states during policy evaluation by using the exploration $e_\tau$. Unlike Algorithm 1, the advanced I-TD (30) contains the explorized term $\nabla^T V_{i+1}(x) \cdot g(x) e_\tau$ to cancel out the effects of the exploration $e_\tau$. When $e \equiv 0$, explorized I-PI (Algorithm 2) becomes the I-PI described in Algorithm 1 and in Section III, provided that (30) holds for all $z = x_\tau \in \Omega_i$. In explorized I-PI, $e_\tau$ does not need to satisfy the excitation conditions such as those in Assumptions 3a and 3b as neither does the advanced I-TD (22). By Corollary 2, explorized I-PI guarantees uniqueness of the solution $V_i = V^{\nu_i}$ for any given exploration $e_\tau$, and one just need to efficiently explore the state-space using $e_\tau$ without considering any excitation conditions on $e_\tau$.

B. Integral Q-Learning I, II: Model-free I-RLs

The other two I-RL algorithms proposed in this paper are named integral Q-learning I and II, which are derived from
Algorithm 3. Integral Q-learning I

Policy Evaluation & Improvement: Given \((\nu_i, e) \in A_T(\Omega_i)\) and \(z \in \Omega_i\), find \(V_{i+1} \in C^1(\Omega_i)\) and \(\nu_{i+1} \in C^0(\Omega_i)\) such that
\[
V_{i+1}(x_i) - V_{i+1}(x_{t+T}) = \int_t^{t+T} \left[ r(x, \nu_i(x)) + 2\nu_{i+1}^T(x)R e_x \right] d\tau \tag{31}
\]
where \(x \equiv x_r(z; \nu_i, e)\).

Algorithm 4. Integral Q-learning II

Policy Evaluation: Given \(\nu_i \in A_T(\Omega_i)\) and \(z \in \Omega_i\), find \(V_{i+1} \in C^1(\Omega_i)\) such that
\[
V_{i+1}(x_i) = \int_t^{t+T} r(x_r, \nu_i(x_r)) \, d\tau + V_{i+1}(x_{t+T})
\]
where \(x_r \equiv x_r(z; \nu_i, 0)\).

Policy Improvement: Given \((\nu_i, e) \in A_T(\Omega_i)\), \(z \in \Omega_i\), and \(V_{i+1} \in C^1(\Omega_i)\), find the next policy \(\nu_{i+1} \in C^0(\Omega_i)\) such that (31) holds, where \(x \equiv x_r(z; \nu_i, e)\).

the advanced I-TDs (19) and (26), respectively, and can be implemented without knowing the system dynamics \((f, g)\). In both algorithms, the exploration \(e_x\) plays a central role in relaxing the requirement of the knowledge of \(g(x)\).

Algorithm 3 describes policy evaluation and improvement of the proposed integral Q-learning I; as mentioned before, the other steps of the algorithms are exactly same to those in Fig. 2. In this method, the I-RL agent finds the solution \(V_{i+1} \in C^1(\Omega_i)\) and \(\nu_{i+1} \in C^0(\Omega_i)\) of the advanced I-TD (31) at the same time. On the contrary, integral Q-learning II illustrated in Algorithm 4 performs policy evaluation and improvement separately. In this second method, policy evaluation uses the zero exploration \(e \equiv 0\), and is the same as that of Algorithm 2 under \(e \equiv 0\); policy improvement of Algorithm 4 is developed from the advanced I-TD (26) to simultaneously explore the state space, and at the same time, to find the next policy \(\nu_{i+1}\) satisfying (31) without using the knowledge of \((f, g)\).

For simplicity, we assume in this paper that the exploration \(e\) applied to Algorithms 3 and 4 is given by (23) for some constant vectors \(\{c_j\}_{j=1}^L\). In this case, for the uniqueness of the solution \(V_{i+1} = V^{\nu_i}\) and \(\nu_{i+1} = \nu_{i+1}^{\nu_i}\), the vectors \(\{c_j\}_{j=1}^L\) should be carefully chosen so that they satisfy Assumption 3a for the first method and Assumption 3b for the second method. In general cases, (28) and (29) can be alternatives to Assumptions 3b and 3a, respectively. Although integral Q-learning II cannot simultaneously explore the state space in policy evaluation, the exploration in policy improvement can be designed in a simpler manner than the exploration in integral Q-learning I. This is because the construction of \(\{c_j\}_{j=1}^L\) satisfying Assumption 3b is relatively easier and simpler than that of \(\{c_j\}_{j=1}^L\) satisfying Assumption 3a, as mentioned in Section IV.

C. Exploration, ISS, and Invariant Admissibility

Regarding the explorations applied to the proposed methods, we have focused on the excitation conditions to uniquely obtain \(V_{i+1} \approx V^{\nu_i}\) and \(\nu_{i+1} \approx \nu_{i+1}^{\nu_i}\) at each iteration. The required excitation condition for each proposed method can be summarized as follows: 1) Exploratory PI: None, 2) Integral Q-learning I: Assumption 3a, and 3) Integral Q-learning II: Assumption 3b. In this subsection, we suppose that at \(i\)-th iteration, \(V_{i+1}\) and \(\nu_{i+1}\) has no error, i.e., \(V_{i+1} = V^{\nu_i}\) and \(\nu_{i+1} = \nu_{i+1}^{\nu_i}\) on \(\Omega_i\), and consider the next policy \(\nu_{i+1}\) and next invariantly admissible region \(\Omega_{i+1}\). Let \(\Omega_{i+1}\) and \(\tilde{\alpha}_{i+1}\) be of class \(K\) satisfying
\[
\Omega_{i+1}(\|x\|) \leq V_{i+1}(x) \leq \tilde{\alpha}_{i+1}(\|x\|).
\]
In this ideal case, the proposed I-RL methods are equal to IA-PI and I-PI in the iteration domain, so under Assumption 2 with \(\mu_i\) replaced by \(\nu_i\), the policies \(\nu_i\) and \(\nu_{i+1}\) are invariantly admissible on \(\Omega_{i+1}\) by Theorem 1 and \(\Omega_{i+1} = \Omega_{i+1}^\nu\). Moreover, Theorem 2 implies that \((\nu_{i+1}, e)\) is invariantly admissible on \(\Omega_{i+1}\), and that the system \(\dot{x} = f + g(\nu_{i+1} + e)\) is input-to-state stable on \(\Omega_{i+1}\) if the exploration \(e\) is bounded by
\[
\sup_{t \leq \tau < \infty} \|e(\tau)\| < \sqrt{\Omega_\ast \circ \tilde{\alpha}_{i+1}^{-1}(d_i)} / \tilde{\alpha}(R).\tag{32}
\]
If \(\mathcal{D} = \mathbb{R}^n\) and \(\Omega_{i+1}, \Omega_\ast \in K_{\infty}\), then this ISS holds globally for any bounded exploration \(e_x\) by Theorem 2. In case of that \(e\) is constructed from some constant vectors \(\{c_j\}_{j=1}^N\) and satisfies (23), the boundedness condition (32) is replaced by
\[
\|c_j\| < \sqrt{\Omega_\ast \circ \tilde{\alpha}_{i+1}^{-1}(d_i)} / \tilde{\alpha}(R), \quad \forall j \in \{1, 2, \cdots, N\}. \tag{33}
\]
Now, the remaining question is what to do when the state \(x\) is outside the invariantly admissible region \(\Omega_{i+1}\) during online learning at \((i + 1)\)-th step. Note that using Corollary 1, \(\Omega_{i+1}\) can be determined as \(\Omega_{i+1} = \Omega_{i+1}^{\nu_i}\) under \(V_{i+1} = V^{\nu_i}\) and \(\nu_i \in A(\Omega_i)\) by choosing \(d_i\) in the interval \((0, \min_{x \in \partial \Omega_i} V_{i+1}(x))\). In this case, we have \(\Omega_{i+1} \subseteq \Omega_i\); by Theorem 2, \((\nu_{i+1}, e) \in A(\Omega_{i+1})\) for \(e\) satisfying (32). However, it is not guaranteed that \((\nu_{i+1}, e)\) is invariantly admissible on \(\Omega_i\), so \(e\) cannot be safely applied to the system \(\dot{x} = f + g(\nu_{i+1} + e)\) when the state

![Fig. 3. Switching and exploration scheme when \(\Omega_{i+1} \subseteq \Omega_i\) in \(\mathbb{R}^2\).](image-url)
$x_\tau$ lies in $\Omega_i \setminus \Omega_{i+1}$. In this particular case, the best way to preserve invariant admissibility and ISS is to apply the current policy $u = \nu_i$ and zero exploration $e \equiv 0$ until some finite time $t' \geq t$ at which $x_\tau$ enters into $\Omega_{i+1}$, i.e., $x_{t'} \in \Omega_{i+1}$.

Then, as illustrated in Fig. 3, the next policy $u = \nu_{i+1}$ and non-zero exploration $e$ satisfying (32) or (33) can be applied thereafter without violating invariant admissibility and ISS on $\Omega_{i+1}$. On the other hand, if one can find $\Omega_i$ that contains $\Omega_i$ and satisfies $\nu_i \in \mathcal{A}_T(\Omega_{i+1})$, then the next policy $\nu_{i+1}$ and non-zero exploration $e$ satisfying (32) can be applied any time since $x_\tau$ is already in $\Omega_{i+1}$.

Note that in the global case $(D = \mathbb{R}^n$ and $\Omega_{i+1} = \mathbb{R}^N$), the proposed I-RL algorithms can be performed without the initialization and regeneration of $\Omega$ and $e$. In the local case, such processes regarding $\Omega_i$ and $e$ can be also removed when the exploration $e$ is sufficiently small and $x_\tau$ starts from a region $\Omega$ near the origin that is small enough to be contained by any $\Omega_{i+1}$ satisfying $\nu_{i+1} \in \mathcal{A}_T(\Omega_{i+1})$.

D. NN-Based LS Implementations

The proposed I-RL methods (Algorithms 3–5) can be implemented in the LS sense by using NNs to approximate $V_{i+1}$ and $\nu_{i+1}$. Let $\{q_j^c \in C^1(D)\}_{j=1}^N$ and $\{q_j^{c0} \in C^0(D)\}_{j=1}^N$ be the sequences of real-valued NN activation functions that are linearly independent and complete on their respective function spaces $C^1(D)$ and $C^0(D)$. Here, the superscripts ‘a’ and ‘c’ denote actor and critic, respectively. Using these activation functions, $V_{i+1} \in C^1$ and $\nu_{i+1} \in C^0$ can be represented as

$$
\begin{align*}
V_{i+1}(x) &= \sum_{j=1}^N w_{ij} q_j^c(x) \\
\nu_{i+1}(x) &= \sum_{j=1}^N v_{ij} q_j^{c0}(x)
\end{align*}
$$

where $w_{ij} \in \mathbb{R}$ and $v_{ij} \in \mathbb{R}^m$; we consider $(N_c, N_a)$-truncation of (34) as NN expressions of $V_{i+1}$ and $\nu_{i+1}$:

$$
\begin{align*}
\hat{V}_{i+1}(x) &= \sum_{j=1}^{N_c} w_{ij} q_j^c(x) \\
\hat{\nu}_{i+1}(x) &= \sum_{j=1}^{N_a} v_{ij} q_j^{c0}(x)
\end{align*}
$$

where

$$
\begin{align*}
w_i := [w_{i1}, w_{i2}, \ldots, w_{iN_c}]^T \in \mathbb{R}^{N_c}, \\
V_i := [V_{i1}, V_{i2}, \ldots, V_{iN_c}]^T \in \mathbb{R}^{N_c} \\
\phi_x(x) := [\phi_1^c(x), \phi_2^c(x), \ldots, \phi_{N_c}^c(x)]^T \in \mathbb{R}^{N_c} \\
\phi_a(x) := [\phi_1^{c0}(x), \phi_2^{c0}(x), \ldots, \phi_{N_a}^{c0}(x)]^T \in \mathbb{R}^{N_a}
\end{align*}
$$

Using these expressions, (34) can be rewritten as

$$
\begin{align*}
\dot{V}_{i+1}(x) &= w_i^T \phi_x(x) + \epsilon_i^c(x) \\
\dot{\nu}_{i+1}(x) &= V_i^T \phi_a(x) + \epsilon_i^{c0}(x)
\end{align*}
$$

where $\epsilon_i^c(x)$ and $\epsilon_i^{c0}(x)$ are NN reconstruction errors. Note that Assumption 1 implies $D$ is compact. So, there exist $N_c, N_a \in \mathbb{N}$ such that the NN errors $\epsilon_i^c$ and $\epsilon_i^{c0}$ in (35), and $\nabla \epsilon_i^c$ are all bounded on the compact set $D$ if $V_{i+1} \in C^1$ and $\nu_{i+1} \in C^0$ are finite on $D$. This boundedness property also holds if the domain is restricted to a compact subset of $D$ such as $\Omega_{i+1}^{\omega}$ in the proposed I-RL algorithms. Also note that since $V_{i+1}(0) = 0$ and $\nu_{i+1}(0) = 0$, we have $\phi_c(0) = 0$ and $\phi_a(0) = 0$ without loss of generality.

Now, consider integral Q-learning I (Algorithm 3) as an implementation example. In this case, substituting (35) into the advanced I-TD (31), we obtain

$$
\begin{align*}
\delta_i(x_t, e) &= [\phi_c(x_{t+T}) - \phi_c(x_t)]^T w_i \\
&\quad + \int_t^{t+T} \left[ r(x, \nu(x_t)) + 2 \phi_a(x) V_i R e \right] dr,
\end{align*}
$$

where $\delta_i(x_t, e) \in \mathbb{R}$ is the advanced I-TD error given by

$$
\delta_i(x_t, e) = \epsilon_i^c(x_t) - \epsilon_i^c(x_{t+T}) - 2 \int_t^{t+T} (\epsilon_i^{c0}(x))^T R e \right] dr.
$$

Define $v_i \in \mathbb{R}^{N_a}$ as $v_i := \text{col}(v_{i1}, v_{i2}, \ldots, v_{im})$. Then, applying $\phi_i^c(x) V_i R e = (Re \otimes \phi_a(x))^T v_i$ to (36) and then rearranging the equation, we obtain the following expression regarding (31):

$$
\delta_i(x_t; e) = \psi_T(x_t; e) \cdot \theta_i + Z(x_t; v_i),
$$

where $\theta_i = \text{col}(w_i, v_i)$ is the vector of unknown weights; $\psi(x_t; e)$ and $Z(x_t; v_i)$ are given in Table I. The other advanced I-TDs in Algorithms 2 and 4 can be also formulated as (37) with $\theta_i$, $\psi(x_t; e)$, and $Z(x_t; v_i)$ given in Table I for each advanced I-TD. In Table I, the advanced I-TD errors $\delta_i(x_t; e)$ for Algorithms 2 and 4 were omitted, but can be easily obtained by the similar procedure. For policy evaluation of Algorithm 4, see [12]; in policy improvement of Algorithm 2, the next neuro-policy $\nu_{i+1}$ can be updated by

$$
\hat{\nu}_{i+1}(x) = -\frac{1}{2} R^{-1} g^T(x) \nabla \phi_a(x) w_i
$$

using $\hat{V}_{i+1}$, instead of $V_{i+1}$, as was done in [12].

Let $N_\theta$ be the number of elements of $\theta_i$, e.g., $N_\theta = N_c + N_a$ for (31). Then, we have $N_\theta$ unknowns in the 1-dimensional equation (37). In the implementations, $\theta_i$ will be uniquely determined in LS sense. Define $\psi[k], \delta_i[k],$ and $Z[k]$ as

$$
\begin{align*}
\psi[k] := \psi(x_{i+kT}, e), \\
\delta_i[k] := \delta_i(x_{i+kT}, e), \\
Z[k] := Z(x_{i+kT}, v_i)
\end{align*}
$$

Then, referring $x_{i+(k-1)T}$ as a starting point of the advanced I-TDs, the following generalized I-TD error equation can be derived from (37):

$$
\frac{\partial E^2}{\partial \theta_i} = \sum_{k=1}^N \frac{\partial \delta_i[k]}{\partial \theta_i} \delta_i[k] = \sum_{k=1}^N \left[ \psi[k] \psi_T[k] \cdot \theta_i + \psi[k] Z[k] \right],
$$

which holds for any $k \in \mathbb{N}$ since $x_\tau$ remains in the admissible region $\Omega_i$ for all $\tau \geq t$ by $(\nu_i, e) \in \mathcal{A}_T(\Omega_i)$. Suppose the data $(\psi[k], Z[k])$ for $k = 1, 2, \ldots, N$ are all available, and define the LS error $E$ to be minimized as $E^2 = \frac{1}{2} \sum_{k=1}^N \delta_i[k]$. Then, differentiating $E^2$ in terms of $\theta_i$ with the substitution of (39) yields

$$
\frac{\partial E^2}{\partial \theta_i} = \sum_{k=1}^N \frac{\partial \delta_i[k]}{\partial \theta_i} \delta_i[k] = \sum_{k=1}^N \left[ \psi[k] \psi_T[k] \cdot \theta_i + \psi[k] Z[k] \right].
$$
Equating this to zero and rearranging the equation, we obtain the LS solution of the form

\[ \theta_{i,LS} = - \left( \sum_{k=1}^{N} \psi[k] \psi^T[k] \right)^{-1} \left( \sum_{k=1}^{N} \psi[k] Z[k] \right). \]  

(40)

For the existence of the unique LS solution \( \theta_{i,LS} \), we need the following excitation condition:

**Assumption 4.** There exist \( \kappa_5, \kappa_6 > 0 \) such that

\[ \kappa_5 I \leq \sum_{k=1}^{N} \psi[k] \psi^T[k] \leq \kappa_6 I. \]

Note that the existence of the inverse in (40) is guaranteed by Assumption 4. Similar to Assumptions 3a and 3b, \( N \geq L_0 \) is necessary to satisfy Assumption 4, so at least \( L_0 \)-number of data should be collected to perform the LS (40) at each iteration.

The whole control scheme with integral Q-learning I and its LS implementation is demonstrated in Fig. 4. At each iteration, the LS solver collects the data needed to calculate \( \psi[k], \delta_i[k], \) and \( Z[k] \) for \( k = 1, 2, \cdots, N \), and then finds the weight vectors \( \mathbf{w}_i \) and \( \mathbf{v}_i \) satisfying (40), both of which are transferred to the corresponding actor and critic NNs to update their weights. Here, the actor NN generates the control input; the output of the critic NN \( \hat{V}_{i+1}(x) \) is used in the exploration generator module to calculate the bound (32) on the exploration \( e_\tau \). In exploration generator, the exploration \( e_\tau \) is constructed, and modified if necessary, that plays a key role in exciting the signal \( \psi(x_t; e) \) in (40), and satisfies i) Assumption 3a (or (29)) and ii) the boundedness condition (32) for ISS and invariant admissibility. The whole control scheme with explORIZED I-PI or integral Q-learning II can be described in a similar manner by modifying LS solver and actor NN blocks.

\[ \dot{x} = f(x) + g(x)[u + e] \]

**E. An LQR Example: The Global Case**

In the CT LQR case, the domain \( \mathcal{D} \) becomes \( \mathbb{R}^n \), \( f(x) = Ax \), \( g(x) = B \), and \( S(x) = x^T S x \) for some matrices \( A, B, \) and \( S > 0 \) with compatible dimensions; the HJB equation (11) becomes the well-known algebraic Riccati equation

\[ A^T P^* + P^* A - P^* B R^{-1} B^T P^* + S = 0, \]

for a positive definite matrix \( P^* \in \mathbb{R}^{n \times n} \). The optimal value function and policy are given by

\[ V^*(x) = x^T P^* x, \quad \mu^*(x) = -K^* x, \]

where \( K^* := R^{-1} B^T P^* \). By standard LQR theory, it is well-known that for any stabilizing linear policy \( \mu(x) = -K x \), \( V^*(x) \) exists \( \forall x \in \mathbb{R}^n \), and can be represented as \( V^*(x) = x^T P^* x \), where \( P^* \in \mathbb{R}^{n \times n} \) is positive definite. From this observation and the proposed nonlinear integral Q-learning I (Algorithm 3), we obtain the simplified integral Q-learning I for CT LQR, which is shown in Fig. 5 and is a modified version of the original integral Q-learning for CT LQR [13]. In this framework, \( V_{i+1} \) and the next policy \( \nu_{i+1} \) are exactly parameterized as

\[ V_{i+1}(x) = x^T P_{i+1} x, \quad \nu_{i+1}(x) = -K_{i+1} x, \]

where \( K_{i+1} := R_{i+1}^{-1} B_{i+1}^T P_{i+1} \).
In this case, $S(x)$ is quadratic, and the nonlinear system (42) can be approximated near the origin by a linear system. Therefore, by the standard LQR theory [26], [27], $V_{\mu}$ can be approximated by a quadratic function near the origin (see also [9, Remark 3.1.8]); we choose $w_i$ and $\phi_{\epsilon}(x)$ in the critic NN $\hat{V}_{i+1}(x) = w_i^T \phi_{\epsilon}(x)$ as

$$w_i = [w_{i1}, w_{i2}, w_{i3}]^T, \quad \phi_{\epsilon}(x) = [x_1^2, x_1 x_2, x_2^2]^T. \quad (43)$$

To determine the appropriate actor NN structure, we substitute (43), $R = 1$, and $g(x) = [0, h(x_1)]^T$ to (38), which results in

$$\dot{v}_{i+1}(x) = -\frac{1}{2} w_{i2} \cdot x_1 h(x_1) - w_{i3} \cdot x_2 h(x_1). \quad (44)$$

Now, assume that $h(x_1)$ can be represented as

$$h(x_1) = \vartheta^T \psi(x_1) + \varepsilon_h(x_1), \quad (45)$$

with the weight vector $\vartheta \in \mathbb{R}^M$, the nonlinear regression function $\psi(x_1) \in \mathbb{R}^M$, and the bounded approximation error $\varepsilon_h(x_1)$; $M$ is the number of weights. Then, (44) becomes

$$\dot{v}_{i+1}(x) = (v_i^+)^T \varrho(x) + \varepsilon_h(x),$$

where $v_i^+, \varrho(x) \in \mathbb{R}^{2M}$ are defined as

$$v_i^+ := [-w_{i2}/2, w_{i3}]^T \vartheta$$

and $\varrho(x) := x \otimes \psi(x_1), \quad (46)$ and $\varepsilon_h(x_1)$ is given by $\varepsilon_h(x_1) = -(w_{i2} x_1/2 + w_{i3} x_2) \varepsilon_h(x_1)$, which is obviously bounded in a compact set. From this result, we choose $v_i$ and $\phi_{\nu}(x)$ in the actor NN $\hat{v}_{i+1} = v_i^+ \phi_{\nu}(x)$ as

$$v_i = [v_{i1}, v_{i2}, \ldots, v_{i2M}]^T \quad \text{and} \quad \phi_{\nu}(x) = \varrho(x).$$

Note that the actor NN is used in integral Q-learning I and II to find the next policy $\hat{v}_{i+1}$ with $v_i \approx v_i^+$ when $h(x_1)$ (or $\vartheta$) is not known. If $h(x_1)$ is perfectly known, then (38) can be used to directly compute the next policy $\hat{v}_{i+1}$ as was done in policy improvement of explorized I-PI. At each $i$-th step, $w_i$ and/or $v_i$ will be updated by the LS solution (40) after $N$ data samples $(\psi[k], Z[k])$ ($k = 1, 2, \ldots, N$) are collected. In the simulations, the objective of the proposed I-RL methods is to find the optimal weight vectors $w^*$ and/or $v^*$ given by

$$w^* = [1/2, 0, 1]^T \quad \text{and} \quad v^* = v_i^+ |_{w_i=\varrho} = -[0^T, \vartheta^T]^T.$$

A. Simulation Example 1

For the comparison with I-PI (Algorithm 1) in [12], we first consider the nonlinear system (42) with $h(x_1) = \sin(x_1)$, which can be represented by (45) with $\vartheta = 1, \psi(x_1) = \sin x_1$ and $\varepsilon_h(x_1) \equiv 0$. In this case, $v_i$ and $\phi_{\nu}(x)$ are given by $v_i = [v_{i1}, v_{i2}]^T$ and $\phi_{\nu}(x) = [x_1 \sin x_1, x_2 \sin x_1]^T$.

**TABLE II**

**EXAMPLE 1 the number of collected data per iteration**

<table>
<thead>
<tr>
<th>Process Type &amp; Algorithm No.</th>
<th>$N$</th>
<th>$N_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy Evaluation of Algorithm 2</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>Policy Evaluation &amp; Improvement of Algorithm 3</td>
<td>50</td>
<td>5</td>
</tr>
<tr>
<td>Policy Evaluation of Algorithm 4</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>Policy Improvement of Algorithm 4</td>
<td>20</td>
<td>2</td>
</tr>
</tbody>
</table>
As in [12, Section 6.1], the initial admissible policy is given by $\mu_0(x) = -\frac{1}{2} \sin(x_1)(x_1 + x_2)$; the initial state $x_0$ at $t = 0$ and the sampling period $T$ are set to $x_0 = [0.5, -0.5]^T$ and $T = 0.1$ [s], respectively; the number of data, $N$, collected per iteration is determined by $N = 10 \times N_\theta$ for each process, as demonstrated in Table II. Note that all of these settings correspond to the simulation in [12, Section 6.1], where $N = 30$ was used under $N_\theta = 3$ as well. In the simulations of Algorithms 2 and 3, we used $e_\tau$ given by

$$e_\tau = \begin{cases} c & \text{for all } \tau \in [t, t + NT/2), \\ -c & \text{for all } \tau \in [t + NT/2, t + NT), \end{cases}$$

(47)

with $c = 2.5$. In policy improvement of Algorithm 4, we used

$$e_\tau = 3.5 \quad \text{for all } \tau \in [t, t + NT).$$

(48)

Notice that these explorations (47) and (48) satisfy Assumptions 3a and 3b, respectively, if one considers the extended time interval $[t, t + NT)$, instead of $[t, t + T)$. The update step of $(\Omega_i, e)$ is omitted in these simulations for simplicity (see [10] for an example of updating $\Omega_i$ in IA-PI), so the same $e$ will be applied for all iteration steps.

Fig. 6 demonstrates the simulation results in the iteration domain—(a) the variations of $w_i$ generated by the proposed I-RL methods (Algorithms 3–5), and (b) the evolution of $v_i$ generated by model-free integral $Q$-learning I and II (Algorithms 4 and 5). As shown in Fig. 6(a), all the critic weights $w_i$ at each iteration are very close to those in [12, Section 6.1], showing the equivalences of all the proposed I-RL methods and I-PI in the iteration domain under the uniqueness condition. The actor NN weights $v_i$ in Fig. 6(b) are also close to each other at each iteration. Moreover, as shown in Fig. 6, both weights $w_i$ and $v_i$ converge to their optimal values within a few iterations, which is due to the second-order convergence nature of I-PI and PI in the iteration domain [13], [17], [21], [36]. Fig. 7 shows the state trajectories, which are all bounded but oscillatory due to the exploration $e$ applied for both the excitation of $\psi[k]$ and online learning in partially/completely unknown dynamics $(f, g)$. In I-PI [12, Section 6.1], $g(x)$ should be known and there is no way to re-excite the signal because of the absence of the exploration $e$.

**B. Simulation Example 2**

In this example, integral $Q$-learning I is applied to the nonlinear system (42) with $h(x_1) = \cos(2x_1) + 2$. This system was also used in [22], [24] to simulate their synchronous actor-critic learning methods. As was done in [22], the weight vector $w_i$ of the critic NN is initialized to $w_0 = [1, 1, 1]^T$; the corresponding initial actor NN weight vector is given by $v_0 = v_0^+ = [-1/2, 1, 0]$ $\theta$. The states are initialized to zero, i.e., $x_0 = [0, 0]^T$; we set $N = 40$ and $T = 25$ [ms], so the LS solution (40) is calculated every 1 [s]. The exploration scheme (47) with $c = 1$ is used to hold Assumption 3a.
the approximation errors of the optimal policy shown in Fig. 10(b) is relatively high compared with those in Fig. 9(b). These errors are due to the approximation of the unknown \( h(x_i) \), but can be decreased by incorporating higher-order terms like \( x_1^9 \) and \( x_2 x_1^8 \) into the actor NN.

**Discussions:** As opposed to the synchronous actor-critic methods [22], [24], where the actor NN with the same structure to the critic NN was introduced for the closed-loop stability, the proposed integral Q-learning methods introduce the actor NN for model-free learning, and as shown in this example, its structure is determined by appropriate procedures when \( g(x) \) contains some structural/parametric uncertainties. This makes it possible to learn the online optimal control solution without knowing the nonlinear dynamics \((f, g)\) and without introducing the complex identifier NN structure (see [24] for actor-critic-identifier architecture).

As shown in Figs. 8 and 9(a), the NN weights almost converge at 2 [s], showing that the convergence time is similar to the actor-critic-identifier method in [24], and faster than the model-based actor-critic method in [22]. On the other hand, when \( h(x_1) \) is linearly parameterized (Case 1), the approximation error of the optimal control policy is far smaller than the actor-critic methods [22], [24] as shown in Fig. 9(b). These fast, accurate convergence results are mainly due to the second-order convergence nature of PI and I-PI methods in the iteration domain [13], [17], [21], [36]. As shown in Fig. 10(a), the approximation error of the optimal value function is also very small even when \( h(x_1) \) is completely unknown (Case 2). In this case, however, the approximation error of the optimal control policy is relatively large compared to the actor-critic methods [22], [24]. This is due to the approximation error \( \bar{e}_h(x) \), which can be made sufficiently small by increasing the number of neurons.

Though the proposed I-RL methods show the good convergence properties, they require an initial admissible policy, while the synchronous methods do not [22], [24]. This restriction can be relaxed if the I-RL methods are developed based on VI [21] or generalized PI [17], [21], rather than PI, which is the future work of this paper.

**VIII. CONCLUSIONS**

In this paper, we proposed one partially model-free I-RL method named explorized PI and two completely model-free I-RL methods named integral Q-learning I and II, the objective of all of which is to find the online solution to the given CT nonlinear optimal control problem with input-affine dynamics. All the proposed methods are able to simultaneously and stably explore the state-space during the learning phase. To develop the methods, the concepts of exploration, I-TD, and invariant

![Fig. 8. (Example 2) Cases 1 and 2: Evolution of critic weights \( w_i \) generated by integral Q-learning I.](image)

**TABLE III**

<table>
<thead>
<tr>
<th>( j )</th>
<th>( v_{6j} )</th>
<th>( v_j^* )</th>
<th>( j )</th>
<th>( v_{6j} )</th>
<th>( v_j^* )</th>
<th>( j )</th>
<th>( v_{6j} )</th>
<th>( v_j^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0</td>
<td>6</td>
<td>0.0000</td>
<td>0</td>
<td>11</td>
<td>0.0000</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.0000</td>
<td>0</td>
<td>7</td>
<td>0.0001</td>
<td>0</td>
<td>12</td>
<td>-0.6667</td>
<td>-2/3</td>
</tr>
<tr>
<td>3</td>
<td>0.0000</td>
<td>0</td>
<td>8</td>
<td>-3.0000</td>
<td>-3</td>
<td>13</td>
<td>0.0000</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.0000</td>
<td>0</td>
<td>9</td>
<td>0.0000</td>
<td>0</td>
<td>14</td>
<td>0.0889</td>
<td>4/45</td>
</tr>
<tr>
<td>5</td>
<td>0.0000</td>
<td>0</td>
<td>10</td>
<td>2.0000</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
admissibility were all extended to the CT nonlinear input-affine dynamical system governed by a control policy and an exploration, and then analyzed in details in connection to the proposed I-RL methods, I-PI, and IA-PI. We have also shown that the proposed I-RL methods are all equal to I-PI and IA-PI in the iteration domain, under the given excitation condition on the exploration for the uniqueness of the I-TD solutions. As a result, ISS, invariant admissibility, and convergence properties of the proposed I-RL methods were all given as well, and discussed in details, under the well-designed explorations satisfying the required excitation and boundedness conditions. The NN-based implementation methods of the proposed methods were also presented, and their performance was verified by numerical simulations and compared with the other methods.
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and $\mu_i$ and $\mu_{i+1}$ are invariantly admissible on $\Omega_{i+1}$. So, $\mu_i$ and $V^{\mu_i}$ satisfy (8) with $\mu = \mu_i$, i.e., for all $x \in \Omega_{i+1}$,
\[
(\nabla V^{\mu_i}(x))^T (f(x) + g(x)\mu_i(x)) = -r(x, \mu_i(x)).
\] (50)

Then, differentiating $V^{\mu_i}(x)$ along the trajectory $x(z; \mu_{i+1}, e)$ and substituting (12) and (50) yield
\[
V^{\mu_i}(x) = (\nabla V^{\mu_i}(x))^T (f(x) + g(x)|\mu_{i+1}(x) + e|) = -r(x, \mu_i) - 2\mu_{i+1}^T R\mu_i + 2\mu_{i+1}^T R(\mu_{i+1} - \mu_i).
\]

Applying Young’s inequality $2x^T R y \leq x^T R x + y^T R y$ for $x, y \in \mathbb{R}^m$, we obtain
\[
V^{\mu_i}(x) \leq -S(x) + e^T R e,
\] (51)
which can be further expanded using $\mu_i(\|x\|) \leq S(x)$ and $V^{\mu_i}(x) \leq \mu_i(\|x\|)$ (see (4) and (5)) as
\[
\hat{V}^{\mu_i}(x) \leq -(1 - \theta)S(x) - \theta \hat{a}(V^{\mu_i}(x)) + \sigma(R) \left(\sup_{t \leq \tau < \infty} \|e_\tau\|^2\right),
\]
where $\hat{a} := \bar{a} \circ \bar{a}^{-1}$ is of class $\kappa$ and defined on the interval $[0, \bar{a}(\mu_i(r_d))]$ by Assumption 1 and [34, Lemma 4.2]; $\theta \in (0, 1)$ is a constant satisfying
\[
\sup_{t \leq \tau < \infty} \|e_\tau\|^2 < \theta \cdot \hat{a}(d_i)/\sigma(R).
\] (52)

Since we assume the exploration $e$ satisfies (18), such $\theta$ always exists in $(0, 1)$. Therefore, we have
\[
\hat{V}^{\mu_i}(x) \leq -(1 - \theta)S(x),
\]
for all $x \in \Omega_{i+1}$ satisfying $V^{\mu_i}(x) \geq r_i$, where $r_i$ is given by
\[
r_i \equiv \hat{a}^{-1}\left(\sigma(R) \cdot \left(\sup_{t \leq \tau < \infty} \|e_\tau\|^2\right) / \theta\right).
\]

Now, substituting (52) into (54) and rearranging the equation yields $r_{i+1} < d_i$. Hence, noting that $\Omega_{i+1} = \Omega_{i+1}^{d_i}$ by Assumption 2, we can conclude that
\[
\Omega_{i+1}^{\mu_i} = \{x \in \mathcal{D} : V_i^{\mu_i}(x) \leq r_i\}
\]
is in the interior of $\Omega_{i+1}$, and (53) holds for all $x \in \Omega_{i+1} \setminus \Omega_{i+1}^{\mu_i}$. This implies $\hat{V}^{\mu_i}$ is negative definite on the boundary $\Omega_{i+1}$, so $x_r(z; \mu_{i+1}, e)$ starting in $z \in \Omega_{i+1}$ stays in $\Omega_{i+1}$ for all $\tau$. That is, $e \in \mathcal{A}_F(\Omega_{i+1}; \mu_{i+1})$.

Next, Assumption 1 and Theorem 1 imply that $\Omega_{i+1}$ is in the interior of $B_0(r_d)$, so we have $\Omega_{i+1}^{\mu_i} \subset \Omega_{i+1} \subset \Omega_{i+1}^{d_i}$. Applying (4) and (5) to (53) to prove ISS, we obtain
\[
\hat{V}^{\mu_i}(x_r) \leq -(1 - \theta)\hat{a}(V^{\mu_i}(x_r)) \leq -(1 - \theta)\hat{a}(r_i) \equiv -k < 0 (56)
\]
for all $x_r \in \Omega_{i+1} \setminus \Omega_{i+1}^{\mu_i}$. Hence, (56) and $e \in \mathcal{A}_F(\Omega_{i+1}; \mu_{i+1})$ imply that for any $z \in \Omega_{i+1} \setminus \Omega_{i+1}^{\mu_i}$, there is $t' > t$ such that
\[
\begin{cases}
   x_r(z; \mu_{i+1}, e) \in \Omega_{i+1} \setminus \Omega_{i+1}^{\mu_i} \\
   x_r(z; \mu_{i+1}, e) \in \Omega_{i+1}^{\mu_i} 
\end{cases}
\]
for all $\tau \in [0, t + t']$.

Assume $\bar{v}_r$ is locally Lipschitz without loss of generality\(^2\) and let $\hat{v}_r$ be the solution to the scalar differential equation $\hat{v}_r =
\]
\(^2\)See the proof of [34, Theorem 4.9].
for any initial value \( v(t) = V^\mu_i(z) \). Then, [34, Lemma 3.4 and Lemma 4.4] and (55) show that there is \( \beta_\nu \in KL \), defined on \([0, \bar{\alpha}_\mu(r_d)]\), such that
\[
V^\mu_i(x(\tau)) \leq v(\tau) = \beta_\nu(V^\mu_i(z), \tau - t),
\]
for any initial condition \( z \in \Omega_{\tau+i} \setminus \Omega_{\tau+1} \) and all \( \tau \in [t + t'] \). Therefore, using (4) yields the following inequality:
\[
\|x(\tau)\| \leq \Delta_{\mu_i}^{-1}(V^\mu_i(x(t))) \leq \Delta_{\mu_i}^{-1} \circ \beta_\nu(V^\mu_i(z), \tau - t) \leq \Delta_{\mu_i}^{-1} \circ \beta_\nu(\bar{\alpha}_\mu(\|z\|), \tau - t) \equiv \beta(\|z\|, \tau - t),
\]
(57)
where \( \beta(y, s) \equiv \Delta_{\mu_i}^{-1} \circ \beta_\nu(\bar{\alpha}_\mu(y), s) \) is of class \( KL \) by [34, Lemma 4.2]. On the other hand, for all \( x_\tau \in \Omega_{\tau+1} \), we have \( V^\mu_i(x(\tau)) \leq r_1 \), and from (4) and (54),
\[
\|x(\tau)\| \leq \alpha \left( \sup_{t \leq s < \infty} \|e(s)\| \right),
\]
(58)
where \( \alpha(y) \equiv \Delta_i^{-1}(\tilde{\sigma}(R)y^2/\theta) \) is of class \( K \) [34, Lemma 4.2]. Finally, (57) and (58) imply that for all \( z \in \Omega_{\tau+i} \) and all \( \tau \geq t \), the trajectory \( x_\tau(z; \mu, e) \) satisfies the inequality
\[
\|x(\tau)\| \leq \beta(\|z\|, \tau - t) + \alpha \left( \sup_{t \leq s < \infty} \|e(s)\| \right),
\]
under (18). Here, instead of \([t, \infty)\), the supremum on the right hand side can be chosen over \([t, \tau]\) since \( x_\tau \) depends only on \( e(s) \) for \( t \leq s \leq \tau \). This completes the proof of the local ISS. For the global case \( D = \Omega_\mu \times \Omega_{\mu_i} \times \Omega_\mu \times \Omega_{\mu_i} \), and \( \Delta_i \) are all defined on \([0, \infty)\), and \( \bar{\alpha}_\mu \in K_\infty \) implies \( \alpha_\mu \in K_\infty \) by (4). Therefore, \( d_i \) and the upper bound in (18) can be arbitrarily large, so ISS holds for arbitrary exploration \( e \). Furthermore, the initial condition \( z \) can be also arbitrarily chosen since \( \Omega_{\tau+1} \) with \( r_1 \) \( (\geq d_i) \) defined in (54), and thereby, \( \Omega_{\tau+i} \) can be extended to \( \mathbb{R}^n \) by increasing \( d_i \) (or \( r_i \)) to \( \infty \) to include any given initial state \( z \in \mathbb{R}^n \), the completion of the proof.

**APPENDIX C: PROOF OF THEOREM 3**

Note that \( (\mu, e) \in \mathcal{A}_\Omega(\Omega) \) implies \( x_\tau(z; \mu, e) \) lies entirely in \( \Omega \), for all \( \tau \geq t \). So, \( V \in C^1(\Omega) \) satisfies
\[
V(x(t+T)) - V(x(t)) = \int_t^{t+T} V(x(\tau)) d\tau,
\]
(60)
for any initial value \( x(t) = z \in \Omega \), where the time derivative \( V(x(\tau)) \) is given by
\[
V(x(\tau)) = \nabla^TV(x(\tau)) \cdot (f(x(\tau)) + g(x(\tau)[\mu(x(\tau)) + e_\tau])).
\]
(61)
Defining \( \mathcal{H}(x, e) := H(x, \mu(x), \nabla V(x) - 2\phi^T(x)Re) \) and substituting (60) and (61) into the I-TD (19), we obtain
\[
\int_t^{t+T} \mathcal{H}(x_\tau(z; \mu, e), e_\tau) d\tau = 0.
\]
(62)
Therefore, finding the solution of the advanced I-TD (19) for all \( x(t) = z \in \Omega \) is equivalent to solving (62) \( \forall z \in \Omega \). Since \( x_\tau(z; \mu, e) \in \Omega \) for all \( \tau \geq t + T \), following the same steps with starting time \( t + MT \), instead of \( t \), yields
\[
\int_{t+MT}^{t+(M+1)T} \mathcal{H}(x_\tau(z; \mu, e), e_\tau) d\tau = 0, \quad \forall M \in \mathbb{Z}_+.
\]
Then, summing up the integrals for all \( M \in \mathbb{Z}_+ \), we obtain
\[
h(t; z) \equiv \int_{t}^{\infty} \mathcal{H}(x_\tau(z; \mu, e), e_\tau) d\tau = 0.
\]
That is, \( h(t; z) = 0 \) for all \( t \geq 0 \) and all \( z \in \Omega \). So, we have
\[
h(t; z) = -\mathcal{H}(x_\tau(z; \mu, e), e_\tau)\big|_{t=0} = 0, \text{ and thereby,}
\]
\[
\mathcal{H}(z, e) = 0, \quad \forall t \geq 0 \text{ and } \forall z \in \Omega.
\]
(63)
Since \( e \) is \( T \)-periodic, i.e., \( e_\tau = e_{\tau+T} \) for all \( \tau \geq t \), (63) is reduced to
\[
\mathcal{H}(z, e) = 0, \quad \forall \tau \in [t, t+T) \text{ and } \forall z \in \Omega,
\]
which is equivalent to (20). The proof of the opposite direction can be easily done by first integrating (20) and then substituting (60) and (61).
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